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Outline
• Context of the talk


• Part I: Emotional Information in the Speech


• Part II: Speech aware policy


• Conclusions, questions, opinions, thoughts……..
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Speech Aware Dialog Systems Technology Challenge
Vast majority of research in dialog systems are performed on written dialog corpora 
(MultiVOZ, SGD, MetalWOZ). As a result, most dialog systems are trained on 
written text but are deployed as spoken interfaces, leading to a mismatch between 
training and testing setup—-Google says


Multi- Domain Wizard-of-Oz dataset (MultiWOZ), a fully-labeled collection of 
human-human written conversations spanning over multiple domains and topics.


•  Hagen Soltau, Izhak Shafran, Mingqiu Wang, Abhinav Rastogi, Jeffrey Zhao, Ye Jia, Wei Han , Yuan Cao and 
Aramys Miranda (2023), “Speech Aware Dialog System Technology Challenge (DSTC11)”,  INTERSPEECH pp 
668-4672,   doi=10.21437/Interspeech.2023-1037}
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DSTC11: Speech Aware Dialog Systems Technology Challenge

MultiWoz benchmark + spoken user utterances = four different datasets


Audio + ASR transcription


Spoken task-oriented dialogue system, which is robust to various spoken 
language phenomena such as disfluencies, speech repair and background noise. 


Hagen Soltau, Izhak Shafran, Mingqiu Wang, Abhinav Rastogi, Jeffrey Zhao, Ye Jia, Wei Han , Yuan Cao and Aramys 
Miranda (2023), “Speech Aware Dialog System Technology Challenge (DSTC11)”,  INTERSPEECH pp 668-4672,   
doi=10.21437/Interspeech.2023-1037}
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DSTC11: Speech Aware Dialog Systems Technology Challenge
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DSTC11: Speech Aware Dialog Systems Technology Challenge

How much degradation do systems suffer when switching from written to ASR transcripts?


A: Comparison between Human-Verbatim and state-of-the-art text-based models built on MultiWOZ dataset.  

How much degradation do systems suffer due to spontaneous speech phenomena (e.g., paraphrasing, speech 
repairs)?


A: Comparison between Human-Paraphrased and Human-Verbatim.  

How much degradation do systems suffer when the audio contains undirected speech and background noise? 
Noise will be superimposed in audio domain to degrade the ASR performance by a measured amount (e.g., 20% 
WER degradation).


A: Comparison between Human-Verbatim and Human-Noisy.  

Can degradation in human responses be emulated using synthetic speech via TTS? If the user utterances 
synthesised with TTS model can characterise the system degradation as well as crowd-sourced utterances, then this 
would unblock future research in this area.


A: Comparison between Human-Verbatim and TTS- Verbatim


Hagen Soltau, Izhak Shafran, Mingqiu Wang, Abhinav Rastogi, Jeffrey Zhao, Ye Jia, Wei Han , Yuan Cao and Aramys Miranda (2023), “Speech 
Aware Dialog System Technology Challenge (DSTC11)”,  INTERSPEECH pp 668-4672,   doi=10.21437/Interspeech.2023-1037}
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DSTC11: Speech Aware Dialog Systems Technology Challenge
Joint Goal Accuracy (JGA) defined as the fraction of turns where the ground-truth dialogue state exactly 
matches the prediction.  

“…….Similarly, we hope the release of the audio and the audio encoders outputs will allow researchers to 
evaluate the power of joint audio-text encoders on dialog tasks.”


Hagen Soltau, Izhak Shafran, Mingqiu Wang, Abhinav Rastogi, Jeffrey Zhao, Ye Jia, Wei Han , Yuan Cao and Aramys Miranda (2023), “Speech 
Aware Dialog System Technology Challenge (DSTC11)”,  INTERSPEECH pp 668-4672,   doi=10.21437/Interspeech.2023-1037}
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Context in Human Conversations
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What speech and audio analysis can provide?
• Speaker identification, language recognition, first or second Language, 

accent recognition, emotion recognition, some soft mental diseases features 
such as depression or anxiety, etc  


• Paralinguistic information resulting in speaking styles: overlappings, pauses, 
spontaneous speech events, etc


• Genre, age, drugs, mood, noise, environment, etc etc


• Audio acoustic events: laugh, cough, different types of noise,….etc
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Outline
• Context of the talk


• Part I: Emotional Information in the Speech


• Part II: Speech aware policy


• Conclusions, questions, opinions, thoughts……..
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Emotional information in Speech

Emotions are not so extreme in real tasks.

The human interaction with machines do not promote their expression… 

Mood and/or emotion identification vs facial expressions….gaze.

Annotation difficulty: very subjective task, speech or content?, 
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Emotional information in Speech

National Project: UPM, UPV, UZ and UPV/EHU

La Sexta Noche, political debates: annotation analysis

Human Human Interaction

Mikel deVelasco-Vázquez, Raquel Justo, and M. Inés Torres (2022) “Automatic Identification of Emotional 
Information in Spanish TV Debates and Human-Machine Interactions” Applied Sciences, Vol 12, number 4, 
1902 https://doi.org/10.3390/app12041902
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Emotional information in Speech

H2020 EMPATHIC PROJECT: annotation analysis

Human Machine Interaction

Target population: >65, no pathologies, 
independent life

R. Justo, L. Ben Letaifa, C. Palmero, E. Gonzalez-
Fraile, A. Torp Johansen, A. Vázquez, G. Cordasco, 
S. Schlögl, B. Fernandez Ruanova, M. Rodrigues da 
Silva, S. Escalera, M. deVelasco, J. Tenorio-
Laranga, A. Esposito, M. Kornes and M. Inés Torres 
(2021): “Analysis of the Interaction between Elderly 
People and a Simulated Virtual Coach.” Journal of 
Ambient Intelligence and Humanized Computing, 
Vol 11, N 12 pp 6125-6140 https://doi.org/10.1007/
s12652-020-01983-3
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Emotion, depression and anxiety in Speech
Template to be filled during the interaction

CLIENT ANSWER CONSELLOR PERCEPTION

Statements None of 
the time

Rarely Some of 
the time

Often All the 
time

Arousal Valence

I’m feeling 
optimistic about the 
future

I’m feeling useful

I’m feeling relaxed

I’m feeling 
interested in other 
people

I've energy to spare

I’m dealing with 
problems well

I’m thinking clearly

I’m feeling good 
about myself

I’m feeling close to 
other people

I’m feeling confident

I’m able to make up 
my own mind about 
things

I’m feeling loved

I’m interested in 
new things

I’m feeling cheerful

a++ 
a+ 
a0

a++ 
a+ 
a0

n  sn  sp p

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

a++ 
a+ 
a0

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

n  sn  sp p

�1

 

 
Final report 

Participant ID:  

 yes  no   

Before ​each conversation starts    

Has been informed about their right to withdraw from the study 
at all times without providing a reason 

  

Has signed the informed consent    

Has filled the questionnaire DASS21 ​ (only for 
UU-CG group) 

  

Belongs to the ​AMH_MG​ ​subset ​to be 
recorded once a year during the project 

  

To be filled after the conversational interaction phase    

 
Answer to 
introductory 
question 

How are you feeling now?  One word/phrase/sentence 
summarizing client answer 

 
Main interaction 
(once each 
interaction has 
finished) and 
before the 
participant reads 
the final text) 

Level of verbosity​ of the 
client during the interaction 
(according to the counsellor 
perception) 

One word/phrase/sentence 
summarizing the counselor 
perception of the client 
verbosity: Low ,Medium High, 
other……  

The participant has provided 
personal information​ to be 
anonymized 

   

To be filled after the reading phase 

 
Final reading 

Level of comfort of​ the 
client during the reading 
(according to the counsellor 
perception) 

One word/phrase/sentence 
summarizing the counselor 
perception of the client comfort 
with the situation: Low, 
Medium High, other……  

 
Final remarks 

Free text summarizing any client data or counselor observation. 

 

 

WEMBWS Final report

MENHIR MCSA RISE
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Emotion, depression and anxiety in Speech

Prediction of Anxiety vs. Depression           





Table 5: Averaged F1-Score for the Cross-Validation on anxiety
and depression detection problems.

GeMAPS HuBERT
Anxiety 0.64 0.71

Depression 0.53 0.70

4.2. Prediction of Depression and Anxiety Interventions

The results achieved with speech signal encouraged us to try
to discriminate between depression and anxiety. These sets of
experiments were only performed on the AMH group.

With this aim, a system was designed to predict whether
an intervention corresponds to a patient with or without depres-
sion. Alternatively, an additional network was designed to pre-
dict whether it corresponds to a patient with or without anxiety.

Both experiments replicate the procedure mentioned in Sec-
tion 4.1 but with an adapted output to the new classification
problem. The results are shown in Table 5. The results are not as
good as those in Section 4.1 because the task is now more chal-
lenging as a consequence of the two classes being more similar
between them. All samples belong to the AMH group, which
means that even if the subject does not have the target illness, it
does suffer from another one. Additionally, the class imbalance
problem is more relevant in this case. However, the results with
HuBERT features are still promising.

5. Detection of Emotional Information

As a first step to include affective information, an analysis of
the counselors emotional annotations was carried out. Figure 1
shows the histogram for the interventions annotated with dif-
ferent values of Valence and Arousal from the AMH and the
Control group. As expected, lower values of pleasure were per-
ceived in AMH group, meaning that their status is generally
more negative than the status of the members of Control group,
whose values are more positive. Something similar can be ob-
served in the Arousal levels, where AMH members show lower
levels of excitement. However, the difference is not as signifi-
cant in this case, revealing that Valence might be a more infor-
mative feature for the detection of anxiety and depression.

When focusing on specific illnesses and differences be-
tween them, the analysis shown in Figure 2 was carried out.
This figure shows the percentage of interventions from each
group (Depression, Anxiety, Both, None) that were annotated-
with an emotional label for Valence and Arousal. When re-
garding Valence, patients with depression are the most nega-
tive ones and those with no illnesses the most positive. Patients
with anxiety who are not also diagnosed with depression are in
between, suggesting that they might be differentiated from de-
pressed ones using Valence as a cue for illness detection. On the

Figure 1: Percentage of interventions per group.

Figure 2: Percentage of interventions per illness.

Table 6: F1-Score on Valence and Arousal detection problems.

GeMAPS HuBERT
Valence 0.35 0.46
Arousal 0.41 0.57

other hand, the differences in Arousal levels are not as meaning-
ful when comparing depression and anxiety.

Finally, an experiment was conducted in order to predict
Valence and Arousal associated to each intervention. Thus, a
classifier was designed to predict among the 4 different Valence
categories and the 3 statuses of Arousal. Once again the DNN
architecture and training paradigm explained in Section 2 were
implemented for the classification, but considering a random
90%-10% train-test split instead of the designed 8-folds Cross-
Validation, due to a lack of emotion distribution across the folds.
The achieved results are given in Table 6.

The task of identifying emotions is even more complicated
since it involves a larger number of classes and the emotional
annotation is a perception of the interviewer, what makes the
task very subjective. Even so, we still draw the same conclu-
sions as in Sections 4.1 and 4.2. Looking at the achieved results
and by looking at Figures 1 and 2 it might be interesting to focus
on Valence for future work, since it seems to provide more rele-
vant information related to depression and anxiety than Arousal
despite having worse results. Moreover, simplifying the Va-
lence information into two different classes (positive and nega-
tive) might lead to more accurate results.

6. Conclusions

This manuscript provides a system capable of detecting depres-
sion and/or anxiety from speech signal uttered by potential pa-
tients in an interview. Our experiments show that acoustic fea-
tures based on HuBERT transformer significantly outperform
the classical GeMAPS extended set. Thus, an additional exper-
iment was carried out in order to distinguish between anxiety
and depression. Although the achieved results are not as im-
pressive, HuBERT features still provide promising results. The
text associated to transcriptions is also taken into account to
build an alternative system that, although provides worse re-
sults, can be considered as an alternative information source.
Finally, an analysis of emotional information associated to the
interventions was conducted to study its potential use for future
work showing that Valence might be an interesting marker.

7. Acknowledgements

This work was partially funded by the European Commission,
grant number 823907 and the Spanish Ministry of Science un-
der grant TIN2017-85854-C4-3-R.
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Valence and Arousal associated to each intervention. Thus, a
classifier was designed to predict among the 4 different Valence
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tures based on HuBERT transformer significantly outperform
the classical GeMAPS extended set. Thus, an additional exper-
iment was carried out in order to distinguish between anxiety
and depression. Although the achieved results are not as im-
pressive, HuBERT features still provide promising results. The
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Finally, an analysis of emotional information associated to the
interventions was conducted to study its potential use for future
work showing that Valence might be an interesting marker.

7. Acknowledgements

This work was partially funded by the European Commission,
grant number 823907 and the Spanish Ministry of Science un-
der grant TIN2017-85854-C4-3-R.



SPIN- LOGO look and feel secondary COLORs

pantone
SILVER
877 C

r: 255
g: 183
b: 0

r: 39
g: 43
b: 132

pantone
blue 072U

SPIN- LOGO COLOR

SPIN- LOGO look and feel secondary COLORs

pantone
SILVER
877 C

r: 255
g: 183
b: 0

What speech and audio analysis can provide?
• Speaker identification, language recognition, first or second Language, 

accent recognition, emotion recognition, some soft mental diseases features 
such as depression or anxiety, etc  


• Paralinguistic information resulting in speaking styles: overlappings, pauses, 
spontaneous speech events, etc


• Genre, age, drugs, mood, noise, environment, etc etc


• Audio acoustic events: laugh, cough, different types of noise,….etc
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How to Manage Emotions in Human - Machine Interaction?

• What for:

• A better understanding of the user profile and behaviour (NLU).

• Assist the DM to take decisions


• The NLG and TTS have to create language and voices according to the 
task but mainly current according to the speaker input.

• Simple rules.

• Implement a behavioural model.
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Outline
• Context of the talk


• Part I: Emotional Information in the Speech


• Part II: Speech aware policy


• Conclusions, questions, opinions, thoughts……..



Motivation



Motivation

Prosody
  Environmental conditions
Emotions



Our main proposal



Our main proposal
• How audio embeddings can be used to include this kind of information in dialogue 

policies, and yield better dialogues policies


• A transformer-based DM capable of processing both the text dialogue history and the 
audio signal of the last user’s turn.


• We compare it against a version of itself that does not explicitly process audio, in a 
variety of conditions and with different learning algorithms.


• We also compare three audio embedding models (Wav2Vec2 (Baevski et al., 2020), 
HuBERT (Hsu et al., 2021) and UniSpeech-SAT (Chen et al., 2021)) and two different 
methodologies to extract the speech representations from the user turns.


• Automatic metrics, human evaluation and manual inspection in the DSTC2 dataset are 
in favour of our hypothesis: audio embeddings help to learn better dialogue policies. 



Our main proposal
Two transformer networks in 
parallel:


• A pretrained GPT-2 network for 
the text history. Each turn in 
the dialogue history is 
represented as raw text, i.e. no 
dialogue acts or named entities 
are used as input to the 
policies—to keep our approach 
as simple as possible. 


• Wav2Vec2, HuBERT or 
UniSpeech-SAT network for 
the last user’s turn’s audio.


• A last linear layer to predict the 
next dialogue act.



Our main proposal
Compare dialogue policies that 
use the audio processing part vs. 
one that does not in different 
conditions. Mainly:


• Manual transcription or 2 ASRs 
of different qualities as the text 
input.


• Training them via Supervised 
Learning and two 
Reinforcement Learning  
algorithms: REINFORCE and 
Actor-Critic.



Experimental framework

• Corpus: DSTC2 (restaurant search).


• 3235 dialogues: 1612 for training, 1623 
for test.


• DB, NLG, NER & slotfiller taken from 
DeepPavlov.


• UM based on bi-automata.


• ASR1: based on Wav2Vec2 | ASR2: Vosk 
toolkit



Experimental framework
• 3 evaluation metrics:


• User Request Score (URS). This score indicates whether the system answers to the 
user in focus. This score is high if the system provides a phone number after the user 
has requested it.


• System Offered Valid Venue (SOVV). This score indicates how correct the system 
informs are. It is the ratio of the system informs that satisfy the constraints of the user 
over the total informs.


• Can’t Help Score (CHS). This score (also between 0 and 1) indicates how correct the 
system informs are. It is the ratio of the system informs that satisfy the constraints of 
the user over the total informs.


•



Experimental results



Some results – learning curves

• Audio embeddings help the most with 
the noisier ASR, and with Supervised 
Learning.


• RL policies learn to deal with uncertainty 
better and thus they improve less.



Some results – human evaluation



Some results
• We generated and analysed a number of simulated dialogues with policies she the 

text processing part.


• Many times dialog strategies develop similarly whether the use policies with or without 
speech representations



Example 1: better user understanding



Example 2: better noise/not understanding awareness

 Asier López Zorrilla, María Inés Torres and Heriberto Cuayáhuitil (2021): “Audio Embeddings Help to learn 
better Dialogue Policies” IEEE Automatic Speech Recognition and Understanding Workshop (ASRU), 
Cartagena de Indias, Colombia, December 13-17 (Virtual)


Asier López-Zorrilla, M. Inés Torres and Heriberto Cuayáhuitl (2022): “Audio embedding-aware dialogue policy 
learning” IEEE/ACM Transactions on Audio, Speech and Language Processing, Vol 31, pp 525-538 DOI: 
10.1109/TASLP.2022.3225658
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Conclusions, questions, opinions, thoughts……..


