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Tutorial Overview

●Reference-free Metrics (50 min)

○ Untrained Metrics

○ Trained Metrics

●Reference-based Metrics (30 min)

○ Untrained Metrics

○ Trained Metrics

●Introduction (15 min)

○ Overview on dialogue systems

○ Measuring progress: Human & Automatic Evaluation

●Challenges & Future Directions (10 min)

o Challenges and needs

●Conclusion

●Hands-on (Google Colab)
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Introduction
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Dialogue System Overview
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● Deriu et al. "Survey on evaluation methods for dialogue systems." Artificial Intelligence 
Review 54.1 (2021): 755-810.
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Dialogue System Overview - Task-Oriented Dialogue (TOD)

●Methodology
○ Combination of rules and statistical components (Young et al., 2013)
○ End-to-end approaches

■ End-to-end trainable task-oriented dialogue system (Wen et al.,  2017)

■ End-to-end reinforcement learning dialogue system (Li et al., 2017; Zhao and Eskenazi, 2016)

■ Leveraging pre-trained language models (Ham et al., 2020)

5

● Young et al. "Pomdp-based statistical spoken dialog systems: A review." Proceedings of the IEEE 101.5 (2013).
● Wen et al. "A Network-based End-to-End Trainable Task-oriented Dialogue System." EACL (2017).
● Li et al. "End-to-End Task-Completion Neural Dialogue Systems." IJCNLP (2017).
● Zhao and Eskenazi. "Towards End-to-End Learning for Dialog State Tracking and Management using Deep Reinforcement Learning." SIGDial (2016).
● Ham, Donghoon, et al. "End-to-end neural pipeline for goal-oriented dialogue systems using GPT-2." ACL (2020).
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Dialogue System Overview - Task-Oriented Dialogue (TOD)

●Evaluation
○ Two main aspects are measured -

task-success and dialogue 
efficiency

○ User satisfaction modeling - the 
PARADISE framework (Walker et 
al., 1997)

■Domain-independent, based on user 
ratings on the dialogue-level

■ Predict user satisfaction score based 
on linear regression of different 
input variables: ASR results, time, 
dialogue length, goal completion, 
user’s feedback, etc.

6

● Walker et al. "PARADISE: A Framework for Evaluating Spoken Dialogue Agents." ACL (1997).
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Dialogue System Overview - Task-Oriented Dialogue (TOD)

●Other Evaluation Metrics
○ NLU evaluation - sentence level semantic accuracy (SLSA);  slot error rate (SER); F-

measures

○ DST evaluation - joint goal accuracy (JGA)

○ NLG evaluation
■Correctness - F1 score 

■Quality of surface realization - BLEU (Papineni et al., 2002), ROUGE (Lin, 2004)

7

● Papineni, Kishore, et al. "BLEU: a method for automatic evaluation of machine translation." ACL (2002).
● Lin, Chin-Yew. "ROUGE: A package for automatic evaluation of summaries." Text summarization branches out (2004).
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Dialogue System Overview - Open-Domain Dialogue (ODD)

● Retrieval-based methodology
○ Dual-encoder: LSTM (Lowe et al., 2015), ConveRT (Henderson et al., 2020) 

○ Cross-encoder: BERT-based (Han et al., 2021)

○ Poly-encoder (Humeau et al., 2020)

● Evaluation of retrieval-based approaches
○ F1-score, Recall@k, Mean reciprocal rank

8

● Lowe et al. "The Ubuntu Dialogue Corpus: A Large Dataset for Research in Unstructured Multi-Turn Dialogue Systems." SIGDial (2015).
● Henderson et al. "ConveRT: Efficient and Accurate Conversational Representations from Transformers." Findings of  EMNLP (2020).
● Han et al. "Fine-grained Post-training for Improving Retrieval-based Dialogue Systems." NAACL (2021).
● Humeau et al. “Poly-encoders: Architectures and Pre-training Strategies for Fast and Accurate Multi-sentence Scoring.” ICLR (2020)
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Dialogue System Overview - Open-Domain Dialogue (ODD)

● End-to-end generative approaches

○ RNN-based Seq2Seq models

■HRED (Serban et al., 2016); VHRED (Serban et al., 2017)

○ Transformer-based decoder-only models

■ Transfer learning with GPT (Golovanov et al., 2016); DialoGPT (Zhang et al., 2020); LaMDA 
(Thoppilan et al., 2022)

○ Transformer-based encoder-decoder models

■ PLATO (Bao et al., 2020); Meena (Adiwardana et al., 2020); Blender (Roller et al., 2021), ChatGPT

9

● Serban et al. "Building end-to-end dialogue systems using generative hierarchical neural network models." AAAI (2016).
● Serban et al. "A hierarchical latent variable encoder-decoder model for generating dialogues." AAAI (2017).
● Golovanov et al. "Large-scale transfer learning for natural language generation." ACL (2019).
● Zhang et al. "DIALOGPT: Large-Scale Generative Pre-training for Conversational Response Generation."  ACL System Demonstrations. (2020).
● Thoppilan et al. "Lamda: Language models for dialog applications." arXiv preprint arXiv:2201.08239 (2022).
● Bao et al. "PLATO: Pre-trained Dialogue Generation Model with Discrete Latent Variable." ACL (2020).
● Adiwardana et al. "Towards a human-like open-domain chatbot." arXiv preprint arXiv:2001.09977 (2020).
● Roller et al. "Recipes for Building an Open-Domain Chatbot." EACL (2021).
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Dialogue System Overview - Open-Domain Dialogue (ODD)

● Common evaluation method of end-to-end generative approaches

○ Human evaluation

■ Likert rating at both turn and dialogue level

■ Pairwise comparison at both turn and dialogue level

○ Automatic evaluation

■ Reference-based metrics, such as BLEU (Papineni et al., 2002), ROUGE (Lin, 2004), etc

■ Reference-free metrics, such as perplexity, USR (Mehri and Eskenazi, 2020), etc

10

● Papineni et al. "BLEU: a method for automatic evaluation of machine translation." ACL (2002).
● Lin, "Rouge: A package for automatic evaluation of summaries." Text summarization branches out (2004).
● Mehri and Eskenazi. "USR: An Unsupervised and Reference Free Evaluation Metric for Dialog Generation." ACL (2020).
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ChatGPT - The power of large-scale pre-training

11

● Existing dialogue models become more and more 

human-like and engaging

●Are the problem of dialogues really solved from 

the evaluation point of view?
○ Faithfulness (whether the information conveyed is true?)

○ Dialogue safety (how do we measure whether the chatbot 

is safe?)
○ Long-term consistency (how do we ensure the chatbot is 

consistent in a long conversation?)



Measuring Progress
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Human Evaluation

● The default option of quantifying progress in dialogue generation

○ Levels – Turn and Dialog

○ Accurate - humans possess a holistic understanding of natural language

○ Multidimensionality - humans are capable of judging dialogues from different perspectives

○ Agreement - we can rely on majority opinion vote from multiple annotators
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Different settings of Human Evaluation

● Single-Model Per-Turn

○ Human annotators provide Likert ratings at turn-level

● Single-Model Per-Dialogue

○ Human annotators provide Likert ratings at dialogue-

level

● Pairwise Per-Turn

○ Pairwise comparison at turn-level

● Pairwise Per-Dialogue

○ Pairwise comparison at dialogue-level (human-

chatbot conversations)

● Pairwise Per-Dialogue Self-Chat

○ Pairwise comparison at dialogue-level (self-chat 

conversations)

14

• Smith et al. "Human Evaluation of Conversations is an Open Problem: comparing the sensitivity of various 
methods for evaluating dialogue agents." NLP4ConvAI (2022).
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Human Evaluation - Turn-Level Evaluation Criteria

15

● Finch and Choi. "Towards Unified Dialogue System Evaluation: A Comprehensive Analysis of Current Evaluation Protocols." SIGDial (2020).
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Human Evaluation - Dialogue-Level Evaluation Criteria

16

● Mehri and Eskenazi. "Unsupervised Evaluation of Interactive Dialog with DialoGPT." SIGDial (2020).
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Human Evaluation

● However, human annotations

○ Lack of consistency (e.g., experts vs non-experts vs crowd-workers)

○ Depend on age, mood, culture, topic knowledge, previous experience, expectations,...

○ Are costly and time-consuming, specially if number of evaluated dimensions is increased

○ Are highly conditioned on evaluation setup (i.e., scale, description of the task, selection of annotators, 
quality check, …)

● Hence, we need automatic evaluation metrics !!!
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Automatic Evaluation

● The goal of automatic evaluation is not to replace human evaluation, but to supplement it with 
evaluation, that is consistent, reproducible, efficient and cheap. 

● Favourable attributes of automatic metrics

○ Strong correlation with human judgment

○ Interpretability and multidimensionality

○ Generalizable across different domains

○ Robustness against adversarial attacks

○ Compatible with Human Evaluation
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Categorization of Metrics

Different taxonomies for automatic metrics, in this course we follow:

● Context-based/Reference-free or Context-free/Reference-based metrics

● Untrained-based or Trained-based metrics

19

Reference-based but Context-free Metrics Context-based Metrics with or without references

● Khapra and Sai. "A tutorial on evaluation metrics used in natural language generation." NAACL (2021).
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Reference-based Metrics
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Untrained metrics

● Character-based metrics:
○ Work at character or phoneme level
○ Only consider lexical consistency, i.e., no fluency, syntactic and semantic

integrity is considered.
○ Examples:

■ Edit distance, Jaccard, Hamming, characTER (Wang et al, 2016), Extended Edit Distance
(Stanchev et al., 2019), etc.

■ Reduced usage in Dialogue Systems.

22

● Wang, W, et al. "Character: Translation edit rate on character level." Proceedings of the First Conference on Machine Translation: Volume 2, Shared Task Papers. 2016.
● Stanchev, Peter, Weiyue Wang, and Hermann Ney. "EED: Extended edit distance measure for machine translation." Proceedings of the Fourth Conference on Machine

Translation (Volume 2: Shared Task Papers, Day 1). 2019.
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Untrained metrics

● N-gram Based Metrics
○ Work at word-level or sequences of words (n-grams)
○ Examples:

■ BLEU (Bilingual Evaluation Understudy) (Papineni et al., 2002)
■ ROUGE (Recall Oriented Understudy for Gisting Evaluation)(Lin, C-Y, 2004)
■ METEOR (Metric for Evaluation for Translation with Explicit Ordering)(Banerjee and Lavie, 2005)
■ CIDEr (Vedantam et al., 2015)

■ High usage even in dialogue system due to simplicity and tradition

23

● Papineni, Kishore, et al. "BLEU: a method for automatic evaluation of machine translation." ACL (2002).
● Lin, Chin-Yew. "ROUGE: A package for automatic evaluation of summaries." Text summarization branches out (2004).
● Banerjee, Satanjeev, and Alon Lavie. "METEOR: An automatic metric for MT evaluation with improved correlation with human judgments." Proceedings

of the acl workshop on intrinsic and extrinsic evaluation measures for machine translation and/or summarization. 2005.
● Vedantam, R., Lawrence Zitnick, C., & Parikh, D. (2015). Cider: Consensus-based image description evaluation. In Proceedings of the IEEE conference on

computer vision and pattern recognition (pp. 4566-4575).
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Most popular metric proposed for machine translation. Intended for:

● adequacy
● fidelity
● fluency

Precision is approximated by modified n-gram precision:

● Fraction of n-grams in the candidate text which are present in any of the reference texts
● Match candidate’s n-grams only as many times as they are present in any of the reference texts (to avoid 

repetitive words or arbitrary long texts)
● Include different n-gram orders by using geometric mean (precision decreases exponentially with n)
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Recall is approximated by best match length:

● I.e., sentences with the same length or longer have more options to be correct (more n-grams 
matching will occur)

● c is the total length of candidate translation corpus, and r is the effective reference length of 
corpus, i.e., average length of all references.
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BLEU (Bilingual Evaluation Understudy)



Example with BLEU

● Human reference: The way to make people trustworthy is to trust them.
● Machine hypothesis: To make people trustworthy, you need to trust them.

26

● Source: Clément Brutti-Mairesse, 2021.ROUGE and BLEU scores for NLP model evaluation
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Example with BLEU

● Human reference: The way to make people trustworthy is to trust them.
● Machine hypothesis: To make people trustworthy, you need to trust them.
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● Source: Clément Brutti-Mairesse, 2021.ROUGE and BLEU scores for NLP model evaluation
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Example with BLEU

● Human reference: The way to make people trustworthy is to trust them.  (L=10)
● Machine hypothesis: To make people trustworthy, you need to trust them. (L=9)

28

● Source: Clément Brutti-Mairesse, 2021.ROUGE and BLEU scores for NLP model evaluation
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Problems with BLEU

Main issue:

● Require multiple references for better handling syntactic and semantic differences

Precision:

● Oly n-grams up-to order 4 are considered

Recall:

● Difficult to calculate the sensitivity of the candidate with respect to a general reference, therefore recall is
not really calculated

● Average length is calculated over the entire corpus to avoid harshly punishing the length deviations on short
sentences
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● It is based mainly on recall, and it is mostly used for summary evaluation. Intended for
evaluating:

● coherence

● conciseness

● grammaticality

● readability

● content

● Up to four different types to measure matching of n-grams with priority for longest matching
○ Most relevant ones are ROUGE-N and ROUGE-L
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ROUGE (Recall Oriented Understudy for Gisting Evaluation)

● ROUGE-N: For any n, count the total number of n-grams across all the references, and find out how many of
them are present in the candidate. This fraction is the required metric value.

● ROUGE-L/W/S: based on longest common subsequence (LCS), weighted LCS, and skip-bigram co-occurrence
statistics, respectively. Use an F-score which is the harmonic mean of precision and recall values; m and n are
lengths of candidate and reference.
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Example ROUGE

32

● Source: Clément Brutti-Mairesse, 2021.ROUGE and BLEU scores for NLP model evaluation
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Untrained metrics

● Embedding-based metrics:
○ Work using static (e.g., Wor2Vec or Glove) or contextual (BERT, ELMO) vector

embeddings
○ Embeddings are trained on large corpora and capture distributional similarity between

words
○ Examples:

■ Greedy Matching (Rus & Lintean, 2012)
■ Embedding Average metric (Landauer & Dumais, 1997)
■ Vector Extrema (Forgues et al., 2014)
■ BERTscore (Zhang et al., 2019)

33

● Rus, V., & Lintean, M. (2012, June). An optimal assessment of natural language student input using word-to-word similarity metrics. In International
Conference on Intelligent Tutoring Systems (pp. 675-676). Springer, Berlin, Heidelberg.

● Landauer, T. K., & Dumais, S. T. (1997). A solution to Plato's problem: The latent semantic analysis theory of acquisition, induction, and representation of
knowledge. Psychological review, 104(2), 211.

● Forgues, G., Pineau, J., Larchevêque, J. M., & Tremblay, R. (2014, December). Bootstrapping dialog systems with word embeddings. In Nips, modern
machine learning and natural language processing workshop (Vol. 2, p. 168).

● Zhang, Tianyi, et al. "Bertscore: Evaluating text generation with bert." arXiv preprint arXiv:1904.09675 (2019).
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Embedding metrics

● Use different types of vector embeddings (static or contextual, e.g., Word2Vec, Glove,
SentenceTransformers)

● Greedy Matching: evaluates each token in the reference to the closest token in the hypothesis using cosine
similarity between the embeddings of the tokens. Then, averaging across all the tokens in the reference.

○ The greedy approach is direction-dependent, then the process is repeated in the reverse direction and averaged.

● Average embedding: computes a sentence-level embedding by averaging the word embeddings of all the
tokens in each sentence. The score is the cosine similarity between the embedding of the reference nd the
embedding of the hypothesis.
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Embedding metrics

● BERTscore (Zhang et al., 2019): Compute cosine similarity of each hypothesis token 𝑗𝑗 with each 
token 𝑖𝑖 in the reference sentence using contextualized embeddings. 

○ Follow the greedy matching approach instead of a time-consuming best-case matching approach, 
and then compute the F1 measure:

35

• Zhang, T., Kishore, V., Wu, F., Weinberger, K. Q., & Artzi, Y. (2019). Bertscore: Evaluating text generation with bert. arXiv preprint arXiv:1904.09675.
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AMFM: Adequacy and Fluency Metric

● Initially proposed by (Banchs et al, 2014) for MT, later modified for ODD (D’Haro et al., 2019) and finally 
adapted to DNN in (Zhang et al., 2020) using Transformers (BERT)

● Evaluates two dimensions: adequacy (coherence w.r.t. Context or Reference) and fluency (syntactic/semantic 
w.r.t. response)

○ Metric can be adapted to multiple references, changes in length (relative scores), and multilingual data 
(changing encoder)

36

● Banchs, R. E., D’Haro, L. F., & Li, H. (2015). Adequacy–fluency metrics: Evaluating mt in the continuous space model framework. IEEE/ACM Transactions on Audio, Speech, and Language Processing,
23(3), 472-482.

● D'Haro, L. F., Banchs, R. E., Hori, C., & Li, H. (2019). Automatic evaluation of end-to-end dialog systems with adequacy-fluency metrics. Computer Speech & Language, 55, 200-215.
● Zhang, C., D’Haro, L. F., Banchs, R. E., Friedrichs, T., & Li, H. (2021). Deep AM-FM: Toolkit for automatic dialogue evaluation. In Conversational Dialogue Systems for the Next Decade (pp. 53-69).

Springer, Singapore.
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Trained metrics

Context-free and context-based metrics that contain learnable components trained for automatic
evaluation.

Feature-based trained metrics: combine various heuristic-based features using a learnable model. These
features are obtained from the hypothesis and reference sentences; features such as 𝑛𝑛-gram precision,
recall, BLEU or METEOR scores.

● BLEND (Ma et al., 2017): A SVM regression model combining various existing lexical, syntactic and semantic
based metrics

● Q-Metrics (Nema & Khapra, 2018): categorize words into four categories: function words, question words,
named entities and content words and then average the precision and recall for each one. Finally,
interpolated with other metrics such as BLEU.

37

● Ma et al. "Blend: a novel combined MT metric based on direct assessment—CASICT-DCU submission to WMT17 metrics task." Proceedings of the second conference on machine 
translation. 2017.

● Nema, P., & Khapra, M. M. (2018). Towards a better metric for evaluating question generation systems. arXiv preprint arXiv:1808.10192.
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Trained metrics

End-to-End Trained metrics: directly trained using the hypothesis and reference sentences. Most of 
them employ feed-forward neural networks, RNN or Transformer based models with 
static/contextualized word embeddings. 

● BLEURT (Sellam et al., 2020): Pretrained BERT pre-training scheme that uses millions of synthetic example 
for generalization and multiple subtasks

38

● Sellam, T., Das, D., & Parikh, A. P. (2020). BLEURT: Learning robust metrics for text generation. arXiv preprint arXiv:2004.04696.
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Reference-free Metrics

40



Problems with Reference-based Metrics

● Poor correlation with human evaluation (Liu et al., 2016)

● Liu et al. "How NOT To Evaluate Your Dialogue System: An Empirical Study of Unsupervised Evaluation Metrics for Dialogue Response Generation." EMNLP (2016).
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Problems with Reference-based Metrics

● Reliance on multiple human-written references, which can be costly to obtain

● Poor explainability (Mehri et al., 2022)

○ A single score is hard to interpret

○ No one-size-fit-all solution to open-domain dialogue evaluation

● Hence, it is necessary to have reference-free/context-dependent metrics

42

● Mehri et al. "Report from the NSF future directions workshop on automatic evaluation of dialog: Research directions and challenges." arXiv preprint arXiv:2203.10012 (2022).
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Untrained Reference-free Metrics

43



Perplexity

● Measures how well a probability distribution or probability model predicts a sample

● A common measure used to evaluation language model

● The lower the perplexity, the higher conditional probability of the word sequence
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Semantic Coherence

● Measures similarity between dialogue context and the corresponding response

● A crude way of evaluating context-response entailment

● Performance largely rely on the encoder

● Alternative solution is to use a pre-trained NLI model to predict the context-response entailment score
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End-to-End Trained Reference-free 
Metrics

46



Key Attributes of End-to-End Metrics

● Self-supervision

○ Learn from unlabeled human-human dialogue data

○ Automatically generate supervision signals to train a 
classifier or a regressor

● Negative Sampling

○ Syntactic Perturbation - word shuffle, word drop, etc.

○ Semantic Perturbation - random response, generative 
model output, etc.

● Pre-trained Language Model

○ Direct application - response fluency, local coherence, 
etc.

○ End-to-end training - relevance, global coherence, etc.
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Commonly-Used Dialogue Datasets For Training

48

● There are different types of dialogue corpora

○ Daily chit-chat; Knowledge-grounded conversations;

○ Persona-guided conversations; Emotion dialogues;

● Dataset Statistics

○ DailyDialog (Li et al., 2017) - 13K dialogues, 110K utterances

○ PersonaChat (Zhang et al., 2018) - 110K dialogues, 162K utterances, 1155 persona profiles

○ TopicalChat (Gopalakrishnan et al., 2019) - 10.7K dialogues, 235K utterances, 300 entities across 8 topics, 
wikipedia lead section of each entity, 8-10 crowdsourced fun facts per entity, 3088 washington post articles

○ EmpatheticDialogues (Rashkin et al., 2019) - 25K dialogues, 110K utterances, each dialogue is accompanied 
by a situational context, 32 emotion labels

● Li et al.  "Dailydialog: A manually labelled multi-turn dialogue dataset." IJCNLP (2017).
● Rashkin et al. “Towards Empathetic Open-domain Conversation Models: A New Benchmark and Dataset.” ACL (2019).
● Zhang et al. "Personalizing Dialogue Agents: I have a dog, do you have pets too?." ACL (2018).
● Gopalakrishnan et al. "Topical-Chat: Towards Knowledge-Grounded Open-Domain Conversations." INTERSPEECH (2019).
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Open-domain Dialogue Datasets

● Available at https://github.com/CHANEL-JSALT-2020/datasets

49

+18  dialogue 
datasets … and 

increasing
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Turn-Level Metrics
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Representative Examples - RUBER

● Referenced and Unreferenced Metric Blended Evaluation Routine (Tao et al., 2018)

○ RUBER is introduced to improve correlation with human evaluation by combining

■ Referenced component - measures similarity between candidate and reference response embeddings

■Unreferenced component - measures relevance between a candidate response and the corresponding 
query

51

● Tao et al. "RUBER: An unsupervised method for automatic evaluation of open-domain dialog systems." AAAI (2018).
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Representative Examples - BERT-RUBER
● Contextualized embeddings provided by pre-trained language model better represent the semantics of 

utterances than static word embeddings. 
● Improving RUBER with contextualized representation (Ghazarian et al., 2019)
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● Ghazarian et al. "Better Automatic Evaluation of Open-Domain Dialogue Systems with Contextualized Embeddings." Proceedings of the Workshop on Methods for Optimizing and Evaluating Neural Language 
Generation (2019).
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Representative Examples - MAUDE

● RUBER and BERT-RUBER focus on static evaluation

● MAUDE (Sinha et al., 2020) targets online evaluation, taking into consideration of the dialogue structure

● RUBER and BERT-RUBER only adopt the random utterance strategy, for MAUDE, A variety of negative sampling 

strategies are considered
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● Sinha et al. "Learning an Unreferenced Metric for Online Dialogue Evaluation." ACL (2020).
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Representative Examples - MAUDE

● MAUDE Details

○ Designed to output a scalar

○ Employ a dialogue-structure aware encoder

○ Trained with the Noise Contrastive Estimation (NCE) loss
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Representative Examples - MAUDE

● Negative sampling strategies

○ Syntactic perturbations

■Word-order (shuffling the ordering of the words of r)

■Word-drop (dropping x% of words in r)

■Word-repeat (randomly repeating words in r)

○ Semantic perturbations

■ Random utterance from another dialogue (random utterance)

■Utterance produced by a seq2seq model conditioned on another dialogue context (random seq2seq)

■ Back-translated random utterance (random back-translation)
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Representative Examples - MAUDE

● Performance

○ Compare to baseline metrics, MAUDE shows 
relatively small score differences for semantic 
positive cases

○ Maximum score differences for both semantic 
and syntactic negative cases

○ This showcase that MAUDE is able to 
discriminate negative samples from positive 
samples
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Representative Examples - USR

● MAUDE & RUBER focus mainly on contextual relevance of the response
● Dialogue evaluation is multi-facted in nature
● USR (Mehri & Eskenazi, 2020) Produces interpretable measures for desirable properties of 

dialogue
○ Understandable - Is the response understandable in the context of the history?

○ Natural - Is the response naturally written?

○ Maintains Context - Does the response serve as a valid continuation of the conversation history?

○ Uses Knowledge - Given the interesting fact that the response is conditioned on, how well does the 
response use the fact?

○ Interesting - Is the response dull/interesting?

○ Overall Quality - what is your overall impression of this utterance?

57

● Mehri and Eskenazi. "USR: An Unsupervised and Reference Free Evaluation Metric for Dialog Generation." ACL (2020).
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Representative Examples - USR

● The USR Dataset

○ 120 dialogue contexts are sampled 
from PersonaChat (Zhang et al., 2018) 
& TopicalChat (Gopalakrishnan et al., 
2019), 60 each

○ For each context, 6 responses of 
varying quality are created

○ Six dialogue researchers annotate each 
context-response pair along                                     

■ Understandable (0-1); Natural (1-3); 
Maintains Context (1-3);                                                                               
Interesting (1-3); Uses Knowledge (0-1); 
Overall Quality (1-5)

○ Moderate to high inter-annotator 
agreement
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● Zhang et al. "Personalizing Dialogue Agents: I have a dog, do you have pets too?." ACL (2018).
● Gopalakrishnan et al. "Topical-Chat: Towards Knowledge-Grounded Open-Domain Conversations." INTERSPEECH  (2019).
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Representative Examples - USR

● USR - Mask Language 
Modeling (MLM) Metric

○ Finetune RoBERTa-base (Liu 
et al., 2019) on PersonaChat 
or TopicalChat

○ Evaluate the 
understandability and 
naturalness of responses

○ Compute the log probability 
of the masked word
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● Liu et al. "Roberta: A robustly optimized bert pretraining approach." arXiv preprint arXiv:1907.11692 (2019).
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Representative Examples - USR

● USR - Dialogue Retrieval (DR) Metric

○ Evaluate dialogue qualities: “maintaining contexts”, “interesting”, and “using knowledge”

○ Rely on context information to discriminate original responses from random ones, two different contexts 
are used:

■ Context consists of both the dialogue history and the fact

■ Context is just the fact associated with the dialogue
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● Lowe et al. "The Ubuntu Dialogue Corpus: A Large Dataset for Research in Unstructured Multi-Turn Dialogue Systems." SIGDial. (2015).
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Representative Examples - USR

● USR - Combining the sub-
metrics

○ Configurable weights 
assigned to scores with 
respect to the sub-metrics

○ Evaluate the “Overall 
Quality” 
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Representative Examples - USR

● Performance of USR

○ USR or its sub-metrics 
outperforms the best 
reference-based metrics across 
all the dimensions

○ USR-MLM performs well on 
Natural & Understandable 
dimensions

○ USR-DR performs well on 
Maintaining context, 
Interestingness and Usage of 
Knowledge

○ The performance is still far 
from perfect
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Representative Examples - D-score

● USR treats the evaluation of individual dimensions as 

independent 

● Human judges do not evaluate different aspects in a 

completely independent manner

● Dimension-independent dialogue features may 

potentially benefit the evaluation of different 

dimensions

● D-score (Zhang et al., 2021) adopts multi-task learning 

to learn a holistic metric that evaluate

○ Naturalness; Response appropriateness; Coherence; 

Consistency
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● Zhang et al. "D-score: Holistic dialogue evaluation without reference." IEEE/ACM TASLP 
(2021).
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Representative Examples - D-score

● Evaluate different dialogue aspects while 
keeping a holistic perspective

○ Different pre-text tasks to handle different 
dialogue aspects

■ Discriminate original response against 
random utterance

■ Shuffle the ordering of the utterances

■ Natural Language Inference

■ Language modeling 

○ Rely on multi-task learning to 
simultaneously learn the pre-text tasks

○ A shared encoder to encode regularities in 
dialogues
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Representative Examples - D-score
● Performance

○ D-score achieves highest correlation across almost all the dimensions
○ Outperforms both USR and metric fusion, demonstrating the advantage of multi-task learning
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● Existing metrics lack a generalized skill to evaluate dialogues across multiple domains
● Lack of high-quality multi-domain training data

○ Existing negative sampling strategies are too easy to learn

Representative Examples - MDD-Eval
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● Zhang et al. "MDD-Eval: self-training on augmented data for multi-domain dialogue evaluation." AAAI (2022).
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Representative Examples - MDD-Eval

● Possible solutions

○ Recruit humans to write multiple relevant and hard negative responses given a dialogue context (Sai et al. 
2020)

■ Too expensive and difficult to scale

○ Rely on data augmentation techniques (Gupta et al. 2021)

■ Lack of quality control, such as introduction of false negatives

● Combine advantages of both worlds

○ Semi-supervised learning - Self Training

■Apply a teacher model, trained using labeled data, to create synthetic labels for unlabeled examples 
(Scudder. 1965)

■ Combine the pseudo-labeled data and labeled data, to train a student model
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● Sai et al. "Improving Dialog Evaluation with a Multi-reference Adversarial Dataset and Large Scale Pretraining" TACL (2020).
● Gupta et al. 2021. "Synthesizing Adversarial Negative Responses for Robust Response Ranking and Evaluation" Findings of ACL-IJCNLP (2021).
● H Scudder. Probability of error of some adaptive pattern-recognition machines. IEEE Transactions on Information Theory, 11(3):363–371 (1965).

TUTORIAL ON RECENT ON ADVANCES ON AUTOMATIC DIALOGUE EVALUATION – RTTH2023 - JACA (SPAIN)



Representative Examples - MDD-Eval

● Step 1. Train a strong teacher classifier
○ Fine-tune RoBERTa (Liu et al., 2019) on DailyDialog++ dataset (Sai et al., 2020)
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● Sai et al. "Improving Dialog Evaluation with a Multi-reference Adversarial Dataset and Large Scale Pretraining" TACL (2020).
● Liu et al. “RoBERTa: A robustly optimized bert pretraining approach”. arXiv preprint arXiv:1907.11692 (2019).

TUTORIAL ON RECENT ON ADVANCES ON AUTOMATIC DIALOGUE EVALUATION – RTTH2023 - JACA (SPAIN)



Representative Examples - MDD-Eval

● Step 2. Perform data augmentation to obtain large-scale multi-domain data

○ Original human-human dialogues from 4 different datasets, such as DailyDialog, PersonaChat, 
EmpatheticDialogue, and TopicalChat

○ Back-translation of dialogue responses

○ Mask-and-fill (Gupta et al. 2021)

○ Random sampling

○ Generate responses with open-domain chatbots, such as DialoGPT (Zhang et al. 2020) and BlenderBot 
(Roller et al. 2021)

○ Syntactic perturbations, such as word drop, word shuffle, and word repeat
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● Li et al. "DailyDialog: A Manually Labelled Multi-turn Dialogue Dataset" IJCNLP (2017).
● Zhang et al. “Personalizing Dialogue Agents: I have a dog, do you have pets too?” ACL (2018).
● Zhang et al. “DIALOGPT : Large-Scale Generative Pre-training for Conversational Response Generation” ACL (2020).
● Roller et al. “Recipes for Building an Open-Domain Chatbot”. EACL (2021).
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Representative Examples - MDD-Eval

● Step 3. Pseudo-labeling

○ The teacher model assigns soft labels to the 
augmented unlabeled data

○ The soft pseudo label is a probability distribution 
over the three classes (random, adversarial and 
relevant)

○ Keep data that the teacher is confident about (class 
probability >= 0.7)

● Step 4. Student model training

○ Optimized with three losses: (1) Standard 
classification cross-entropy loss; (2) Masked language 
model loss; (3) KL loss for consistency regularization

○ Consistency regularization (Bachman et al. 2014)
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● Bachman et al. "Learning with pseudo-ensembles." NIPS (2014).



Representative Examples - MDD-Eval

● Performance
○ MDD-S (the student model) works the best across different datasets

○ The teacher model (MDD-T) and DEB perform better than USL-H, GRADE, and USR, showcasing the importance of using 
adversarial response for training
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Dialogue-Level Metrics
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Representative Examples - FED 

● Turn-level evaluation and dialogue-level evaluation are very different
○ Static evaluation vs interactive evaluation

○ Some erroneous behaviors can only be captured after observing the entire dialogue

○ Turn-level and dialogue-level focus on different set of dialogue quality dimensions

● Most existing metrics and evaluation datasets are about turn-level evaluation
○ FED (Fine-grained Evaluation of Dialogue) (Mehri & Eskenazi, 2020) targets multi-dimensional evaluation at 

both the turn-level and the dialogue-level

○ A high-quality dataset, named the “FED dataset”, is created to facilitate research on dialogue-level 
evaluation
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● Mehri and Eskenazi. "Unsupervised Evaluation of Interactive Dialog with DialoGPT." SIGDial (2020).
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Representative Examples - FED 

● Turn-level annotations in the FED dataset

75TUTORIAL ON RECENT ON ADVANCES ON AUTOMATIC DIALOGUE EVALUATION – RTTH2023 - JACA (SPAIN)



Representative Examples - FED 

● Dialogue-level annotations in the FED dataset
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Representative Examples - FED 

● The FED dataset details

○ 125 dialogue are annotated (41 Human-Meena, 44 Human-
Mitsuku, 40 Human-Human)

○ For each conversation, three system responses were hand-
selected to be annotated at the turn level (375 annotated 
responses)

○ Each data instance is annotated by five crowdsource workers

○ The inter-annotator agreements are high for all the 
dimensions
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Representative Examples - FED 

● The FED metric

○ Follow-Up utterance for evaluation - compute the likelihood of the model generating various follow-up 
utterances

○ Positive follow-up utterances for “interestingness”: ["Wow that is really interesting.", "That's really 
interesting!", "Cool! That sounds super interesting."]

○ Negative follow-up utterances for “interestingness”: ["That's not very interesting.", "That's really boring.", 
"That was a really boring response."]
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Representative Examples - FED 

● Performance

○ The table shows correlations of different FED 
metric variants using different versions of 
DialoGPT respectively

○ FED works fairly good across different 
dimensions at both turn-level and dialogue-level
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Representative Examples - DynaEval

● Static evaluation cannot capture dialogue-level errors

● Dialogue is essentially a multi-turn, dynamic, and interactive process between the interlocutors

● Two types of dependency in the interactive process (Ghosal et al., 2019)

○ Speaker Level Dependency

○ Utterance Level Dependency 

● DynaEval (Zhang et al., 2021) adopts the graph structure to model the interactive process
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● Ghosal et al.  "DialogueGCN: A graph convolutional neural network for emotion recognition in conversation." EMNLP (2019).
● Zhang et al. "DynaEval: Unifying Turn and Dialogue Level Evaluation."  ACL-IJCNLP (2021).
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Representative Examples - DynaEval
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Representative Examples - DynaEval

● Margin ranking loss

● Negative Sampling Strategies

○ Utterance Replacement (UR)

○ Speaker Level Utterance Shuffling (SS)

● Training Datasets

○ EmpatheticDialogue (Rashkin et al., 2019)

○ DailyDialog (Li et al., 2017)

○ ConvAI2 (Dinan et al., 2020)
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● Rashkin et al. “Towards Empathetic Open-domain Conversation Models: A New Benchmark and Dataset.” ACL (2019).
● Li et al.  "Dailydialog: A manually labelled multi-turn dialogue dataset." IJCNLP (2017).
● Dinan et al. “The second conversational intelligence challenge (ConvAI2).” The NeurIPS’18 Competition, Springer (2020).
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Representative Examples - DynaEval 

● Performance

○ Coherence evaluation - binary classification task

○ DynaEval is capable of discriminating positive dialogue samples from negative ones, outperforming 
baselines by a significant margin
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Representative Examples - DynaEval 

● Performance

○ Correlation analysis on the 
FED dataset

○ DynaEval significantly 
outperforms turn-level 
metrics across all dimensions

○ DynaEval and FED are 
complementary

○ Still far from human upper 
bound
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Representative Examples - DEAM

● Coherence - measures how well the utterances in a conversation are unified leading to a 
consistent interaction 

● Existing methods, such as DynaEval, rely on discriminating original H-H dialogues and the 
heuristically generated negative samples

● Heuristic text-level manipulations are insufficient to reflect errors in advanced dialogue systems
● DEAM (Ghazarian et al., 2022) Apply Abstract Meaning Representation (AMR) for semantic 

perturbation
○ Coreference inconsistency
○ Irrelevancy
○ Contradictions
○ Decrease engagement
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● Ghazarian et al. "DEAM: Dialogue Coherence Evaluation using AMR-based Semantic Manipulations." ACL (2022).
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Representative Examples - DEAM

● Metric Details - Overview
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Representative Examples - DEAM

● Metric Details - Text-to-AMR & 
AMR-to-Text

○ Pre-trained AMR parsing model 
translates conversation texts to 
directed and acyclic AMR graphs 

○ The graph contains relation edges 
between concept nodes

○ Perform specific manipulations on 
the AMR graph

○ Adopt pre-trained AMR-to-Text 
generation model to convert the 
perturbed graph back to 
conversation texts
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Representative Examples - DEAM
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Representative Examples - DEAM

● Performance

○ DEAM is able to distinguish incoherent dialogues 
generated by both baseline perturbations and 
AMR-based perturbations

○ The baselines only performs well with their 
respective perturbation strategies

○ DEAM significantly outperforms the baselines on 
both FED and DSTC9 along Coherence and Overall
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Representative Examples - FineD-Eval

● The correlation of DEAM and DynaEval with human evaluation is still not strong.

● A major reason is that their perturbation strategy only targets dialogue coherence.

● We should consider more fine-grained dimensions when designing dialogue-level metrics.

● Fine-grained Automatic Dialogue-Level Evaluation (Zhang et al., 2022) Target multi-dimensional 

evaluation at the dialogue level.
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● Zhang et al. "FineD-Eval: Fine-grained Automatic Dialogue-Level Evaluation." EMNLP (2022).
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Representative Examples - FineD-Eval

● Categorization of dimensions based on 
correlation analysis of human scores

○ Six different groups for 10 different fine-
grained dimensions.

○ FineD-Eval targets three of them, Coh, Lik, and 
Top.
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Representative Examples - FineD-Eval

● Metric Details - Overview

○ Adopt preference learning to train different sub-metrics (similar to DynaEval)

○ Each sub-metric measures one dimension - Coherence, Likability, and Topic Depth

○ The sub-metrics are combined through ensemble or multitask learning
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Representative Examples - FineD-Eval

● Metric Details - Coherence
○ Utterance order shuffling

■ Randomly permute the order of utterances in human-human dialogues

○ Question-answer (QA) relevance scoring

■ Select dialogues in existing dialogue corpora that are more than 4 utterances and contain at least one 
question-answer pair

■Use a pretrained BERT-based QA evaluator to score each QA pair within a dialogue.

■Average the relevance scores of all QA pairs within the dialogue to derive the dialogue-level QA 
relevance score.

■ Those with low QA relevance score are treated as incoherent dialogues
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Representative Examples - FineD-Eval

● Metric Details - Likability

○ Contradiction scoring

■ People tend to favour others who share similar opinions or preferences with them

■Adopt a pre-trained NLI model to provide contradiction score to adjacent utterance pairs

■ For a dialogue containing k utterances, we have k −1 adjacency pairs, thus k −1 contradiction scores. 

■ The dialogue-level contradiction score is derived by computing the average of the k − 1 scores

○ Number of utterances that carry positive sentiment

■A pre-trained sentiment classification model is used to classify the emotion of utterances
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Representative Examples - FineD-Eval

● Metric Details - Topic Depth
○ Entailment scoring

■A dialogue with good topic depth rating should carry much more information than a dull dialogue

■ Entailment is a way to measure semantic similarity between a pair of utterances

■A content-rich dialogue should contain less similar utterances, hence, low entailment score

■A pre-trained NLI model is adopted to score each utterance pair in a dialogue

■ The dialogue-level entailment score is obtained by averaging the entailment scores of all utterance 
pairs within the dialogue

95TUTORIAL ON RECENT ON ADVANCES ON AUTOMATIC DIALOGUE EVALUATION – RTTH2023 - JACA (SPAIN)



Representative Examples - FineD-Eval

● Performance

○ FineD-Eval yields significantly better correlation across multiple dimensions as well as the overall 
dimension than both turn-level and dialogue-level baselines

○ The designed sub-metrics work as expected - they perform well along their respective target dimension
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The Era of LLMs
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Representative Examples – LLM-Eval

● LLM-Eval: a unified multi-dimensional 
automatic evaluation method with LLMs

○ Provide natural language instructions to 
LLMs

○ Prompt the LLMs to generate multi-
dimensional scores in a JSON format

○ Right figure is the output format 
instruction (now this can be easily 
achieved with OpenAI's JSON mode)
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● Yen-Ting Lin and Yun-Nung Chen. LLM-Eval: Unified Multi-Dimensional Automatic Evaluation for Open-Domain Conversations with Large Language Models. NLP4ConvAI 2023,
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Representative Examples – LLM-Eval

● LLM-Eval: a unified multi-dimensional automatic evaluation method with LLMs

○ Instructions to three different settings:

○ (1) Reference-based; (2) reference-free turn-level; (3) reference-free dialogue-level

○ The schema and output format are used together to prompt LLMs

○ The evaluation_schema defines the dimension to evaluate

99

● Yen-Ting Lin and Yun-Nung Chen. LLM-Eval: Unified Multi-Dimensional Automatic Evaluation for Open-Domain Conversations with Large Language Models. NLP4ConvAI 2023),
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Representative Examples – InstructDial

● Format 52 diverse dialogue tasks into 
unified instruction-based text-to-text 
format

○ Incorporate both open-domain and task-
oriented tasks

○ Classification, generation, dialogue 
generation, etc.

● Perform instruction-tuning with language 
models, such as BART and T0

● Train and evaluate on disjoint set of tasks
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● Prakhar Gupta, et al. 2022. InstructDial: Improving Zero and Few-shot Generalization in Dialogue through Instruction Tuning. EMNLP-2022.
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Representative Examples – InstructDial

101

● Prompting Instruction-Tuned Model for Automatic Dialogue Evaluation

○ Instruct the model to predict “yes” if the response is relevant to the context, otherwise predict “no”

○ calculate the probability of “yes” as p(yes) = p(yes)/(p(yes) + p(no))

○ Compute Spearman correlation of the model’s prediction with human ratings for relevance

● Prakhar Gupta, et al. 2022. InstructDial: Improving Zero and Few-shot Generalization in Dialogue through Instruction Tuning. EMNLP-2022.
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Representative Examples – xDial-Eval

102

● The current research on dialogue evaluation 
primarily focuses on English dialogues

○ A primary reason is the lack of a multilingual dialogue 
evaluation benchmark

● xDial-Eval includes 12 turn-level and 6 dialogue-
level English datasets, comprising 14930 annotated 
turns and 8691 annotated dialogues respectively.

● The English dialogue data are extended to 9 other 
languages with commercial machine translation 
systems.

○ Chinese (ZH), Spanish (ES), German (DE), French 
(FR), Japanese (JA), Korean (KO), Hindi (HI), 
Arabic (AR), and Russian (RU)

Zhang, C., D'Haro, L. F., Tang, C., Shi, K., Tang, G., & Li, H. (2023). xDial-Eval: A Multilingual Open-Domain Dialogue Evaluation Benchmark. arXiv preprint 
arXiv:2310.08958. Accepted to EMNLP2023
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Representative Examples – xDial-Eval
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● Comprehensive analyses of previous BERT-based metrics and 9 LLMs

● Results: avg. Pearson correlations over all datasets and languages:

○ Best baseline outperforms OpenAI's ChatGPT by absolute improvements of 6.5\% and 4.6\% at the 
turn and dialogue levels respectively 

○ Data and code available at https://github.com/e0397123/xDial-Eval

Zhang, C., D'Haro, L. F., Tang, C., Shi, K., Tang, G., & Li, H. (2023). xDial-Eval: A Multilingual Open-Domain Dialogue Evaluation Benchmark. arXiv preprint 
arXiv:2310.08958. Accepted to EMNLP2023
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Challenges & 
Future 
Directions
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Remaining challenges (Mehri et al., 2022)

● Metrics are limited in scope

○ Measure a limited set of dialog qualities or dimensions, languages, cultures

● Metrics struggle to generalize

○ Lack of robustness

● Metrics are not strongly correlated with human judgment

○ Real users (e.g., Alexa Prize), inconsistencies between datasets

116

● Mehri, S., Choi, J., D'Haro, L. F., Deriu, J., Eskenazi, M., Gasic, M., ... & Zhang, C. (2022). Report from the NSF future directions 
workshop on automatic evaluation of dialog: Research directions and challenges. arXiv preprint arXiv:2203.10012.
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Needs for datasets
Necessity for defining more standard annotation schemes for dialogue evaluation

● Including unified definition or terminology for some dimensions of evaluation
● Demographics of the annotators

New dimensions not fully covered yet

● E.g., toxicity, bias, coherence, hallucination, common-sense, engagement, cultural and language 
issues.

Fined-grained annotations:

● Dialogue level vs Turn level vs Long-term interaction

Design of progressively and more difficult benchmarks and availability of repositories

● Similar as for MT, Q&A, NLG fields
● Repository for benchmarking: https://github.com/exe1023/DialEvalMetrics (Yeh et al., 2021)
● Repository for datasets: (DSTC10-T5)(Zhang et al., 2021): 

https://github.com/e0397123/dstc10_metric_track
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● Yeh, Y. T., Eskenazi, M., & Mehri, S. (2021). A comprehensive assessment of dialog evaluation metrics. arXiv preprint arXiv:2106.03706.
● Chen, Z., Sadoc, J., D'Haro, L. F., Banchs, R., & Rudnicky, A. (2021). Automatic evaluation and moderation of open-domain dialogue systems. arXiv preprint arXiv:2111.02110.
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Desired properties for metrics

● Strong Correlation with Human Judgements
○ Improved models: beyond dialogue context & response, better data augmentation & training objectives, 

better training data, 

● Interpretability
○ fine-grained explanations, type and severity of errors, natural language feedback 

● Robustness against Adversarial Attacks
○ Avoid gaming the metric

● Generalizable across different domains and new dimensions
○ High-quality data + Meta-learning approaches, e.g., mixture of experts

● Forward- and Backward-looking
○ Possibility of considering whole dialogues and sessions, not just previous turns

● Compatible with Human Evaluation
○ Human-in-the-loop for error correction
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Dialogue Evaluation Datasets
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● The DSTC9-interactive datasets (Mehri et al., 2022)

○ Consists of 3300 turn-level and 2200 dialogue-level annotated data

○ Annotated in the same manner as the FED dataset (Mehri et al., 2020)

○ Turn-level data: http://dialog.speech.cs.cmu.edu:9993/static_data.json

○ Dialogue-level data: http://dialog.speech.cs.cmu.edu:9993/interactive_data.json

○ The dialogues are significantly longer than those in FED

○ More advanced dialogue systems are incorporated, such as PLATO-2 (Bao et al., 2022), DialoGPT (Zhang et 
al., 2020), etc. 

● Mehri et al. "Interactive Evaluation of Dialog Track at DSTC9." LREC (2022).
● Mehri and Eskenazi. "Unsupervised Evaluation of Interactive Dialog with DialoGPT." SIGDial (2020).
● Bao et al. "PLATO-2: Towards Building an Open-Domain Chatbot via Curriculum Learning." Findings of ACL-IJCNLP (2021).
● Zhang et al. "DIALOGPT: Large-Scale Generative Pre-training for Conversational Response Generation." ACL System Demonstrations (2020).
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Dialogue Evaluation Datasets
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● The DSTC10 Benchmark (Zhang et al., 2021)

○ Available at https://chateval.org/dstc10

● Ni et al. "Recent advances in deep learning based dialogue systems: A systematic survey." Artificial Intelligence Review: 1-101 (2022).
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DSTC11-Track 4
Benchmarks and challenges are required for progress in the field. This current challenge targets two main tasks:

● Task 1: Propose and develop effective Automatic Metrics for evaluation of open-domain multilingual dialogs.
● Task 2: Propose and develop Robust Metrics for dialogue systems trained with back translated and paraphrased dialogs in

English.

Datasets:
● For training: Up to 18 Human-Human curated multilingual datasets (+3M turns), with turn/dialogue level automatic

annotations including QE metrics or toxicity.
● Dev/Test: Up to 10 Human-Chatbot curated multilingual datasets (+150k turns), with turn/dialogue level human annotations.

Links for registration and baselines:
● ChatEval: https://chateval.org/dstc11
● GitHub: https://github.com/Mario-RC/dstc11_track4_robust_multilingual_metrics

Schedule:
● Training/Validation data release: From November to December in 2022
● Test data release: Middle of March in 2023
● Entry submission deadline: Middle of March in 2023
● Submission of final results: End of March in 2023
● Final result announcement: Early of April in 2023
● Paper submission: From March to May in 2023
● Workshop: July-September/2023 in a venue to be announced with DSTC11
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Conclusions
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Important points

● Automatic evaluation is needed to improve performance of dialogue systems
○ Reduce costs and speed up deployment 

● Different types of metrics: 
○ Turn-level and Dialogue-level

○ Reference-based or Reference-free, trained or untrained

○ Currently mostly measuring syntactic, semantic and coherence dimensions

● Improvements required in:
○ Evaluation of new dimensions, robustness, languages, explainability

○ New annotated datasets and schemas, benchmarks and languages
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Useful Resources
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● Repositories

○ https://github.com/ricsinaruto/dialog-eval
○ https://github.com/Maluuba/nlg-eval
○ https://github.com/exe1023/DialEvalMetrics
○ https://github.com/e0397123/dstc10_metric_track

● Overview Papers
○ A Comprehensive Assessment of Dialog Evaluation Metrics (Yeh et al., 2021)
○ Report from the NSF future directions workshop on automatic evaluation of dialog: Research directions and challenges

(Mehri et al., 2022)
○ A Survey of Evaluation Metrics Used for NLG Systems (Sai et al., 2022)
○ Survey on evaluation methods for dialogue systems (Deriu et al., 2021)
○ Towards Unified Dialogue System Evaluation: A Comprehensive Analysis of Current Evaluation Protocols (Finch & Choi, 2020)
○ Human Evaluation of Conversations is an Open Problem: comparing the sensitivity of various methods for evaluating dialogue 

agents (Smith et al., 2022)
○ Achieving Reliable Human Assessment of Open-Domain Dialogue Systems (Ji et al., 2022)
○ Investigating the Impact of Pre-trained Language Models on Dialog Evaluation (Zhang et al., 2021)
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Relevant bibliography for follow up

Current State-of-the-Art approaches:

● Dialogue-Level
○ Zhang, C., D'Haro, L. F., Zhang, Q., Friedrichs, T., & Li, H. (2022). FineD-Eval: Fine-grained Automatic

Dialogue-Level Evaluation. arXiv preprint arXiv:2210.13832.
● Turn-level

○ Zhang, C., D'Haro, L. F., Friedrichs, T., & Li, H. (2022, June). MDD-Eval: self-training on augmented data
for multi-domain dialogue evaluation. In Proceedings of the AAAI Conference on Artificial Intelligence
(Vol. 36, No. 10, pp. 11657-11666).

Complete survey on evaluating LLMs and hallucinations:

● Guo, Z., Jin, R., Liu, C., Huang, Y., Shi, D., Yu, L., ... & Xiong, D. (2023). Evaluating Large Language Models: A
Comprehensive Survey. arXiv preprint arXiv:2310.19736.
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Hands-on

126



Goals

● Understand the process of performing human annotations
○ Instructions for annotating different dimensions at turn & dialogue levels
○ Tools for analysis: correlations
○ Randomly initialized models

● Perform automatic evaluation using SotA models available on HuggingFace
○ Single-T, PoE: Turn-level
○ FineD-Eval: Dialogue-Level

● Evaluation using LLM
○ Prompt-based techniques
○ Two different OS models: Phi-1.5B and Vicuna-7B
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Resources

● Colab notebook: https://short.upm.es/fb50t
○ Load Google drive (requires a Google account)
○ Select T4-GPU (for LLMs)

● Annotation files: https://short.upm.es/d280r 
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